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Background

Introduction

Structural features of protein

• Understanding life process

• Drug development

• Personalised medicine 

https://microbenotes.com/hemoglobin/

• Red blood cell

• Transport of oxygen

Haemoglobin

https://microbenotes.com/hemoglobin/


Introduction

Problem

Incomplete annotation 
(< 1%)

Sequence 
similarity

Subtle differences Lack of features
Multi-functional 

proteins 

• Accuracy limitations

• Difficult to predict rare functions

Fujita, S., & Terada, T, Computational and 
Structural Biotechnology Journal, 2024

Jeffery, C. J. , Frontiers in Bioinformatics, 2023 



Bioinformatics

Introduction

• Motif-based methods

• Deep learning frameworks

• Protein language models

• Gene Ontology (GO)

Ingrid Fadelli , Phys.org, 2022
1 Transcription factor motifs. Nature, 2019
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Feature extraction
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Preprocess feature vectors
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DEEPred

Feature extraction

F

Preprocess feature vectors
Assign 

class

Record 
triplet 

frequency

1

2

Conjoint Triad

J.-W. Chang et al., International Journal of Molecular Sciences, 2016
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DEEPred

Feature extraction

F

Preprocess feature vectors

Pseudo-Amino Acid Composition (PACC)

I. Limongelli, S. Marini et al., BMC Bioinformatics, 2015
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DEEPred
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DEEPred

Feature extraction

F

Preprocess feature vectors

Subsequence profile map (SPMap)

[Suppl. Info]

DEEPred

[a]
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↓ Subsequences
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↓

Clustering information



DEEPred

Feature extraction
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Preprocess feature vectors
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Feature extraction GO terms
with confidence values

DEEPred

FIn Out

Protein sequence
Amino acid sequence

Preprocess feature vectors

DEEPred

[a]

DNN

Deep Neural Network
Multi-task feed-forward DNN stack



DEEPred architecture

DEEPred

[a]

Multi-task

Feed-forward

Deep



DEEPred architecture

DEEPred

[a]

×1101



DEEPred architecture

DEEPred

GO term 1: Broad (40%)
GO term 2: Common (10%)
GO term 3: Narrow (5%)
GO term 4: Narrow (2%)
GO term 5: Very Narrow (1%)

Different broadness
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DEEPred architecture

DEEPred

GO term 1: Broad (40%)
GO term 2: Common (10%)
GO term 3: Narrow (5%)
GO term 4: Narrow (2%)
GO term 5: Very Narrow (1%)

 Always choose this
High accuracy
without learning

GO term 1: Common (8%)
GO term 2: Common (10%) 
GO term 3: Common (9%)
GO term 4: Common (11%)
GO term 5: Common (7%)

 Always choose this
LOW accuracy
without learning

Different broadness

Same broadness



DEEPred architecture

DEEPred

[a]



DEEPred architecture

DEEPred

[a] [Suppl. Info]

9 levels 10 levels

8 levels



DEEPred results

DEEPred

[a]



DEEPred results

DEEPred

[a]



Hyper-optimised
Tested with 100,000 

different hyper-parameters

Scalable
Fast to train 

(Parallelisable)

why DEEPred?

Noise-tolerant
Trained with noisy data

(Experimental & Electronic)

DEEPred

[a] [Suppl. Info]



GO terms
with confidence values

DeepGraphGO

?In ? Out

[b]

[b] R. You et al., Bioinformatics, 2021

Protein sequence
Amino acid sequence

DeepGraphGO
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GO terms
with confidence values

DeepGraphGO

In Out

[b]

Protein sequence
Amino acid sequence

DeepGraphGO

Feature extraction

F

InterProScan feature vectors

GNN

Graph Neural Network
with Graph Convolutional Layers
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D 0 1 0 -



deepGRAPHgo
[b]

DeepGraphGO

A

B

C

D

A B C D

A - 8 3 0

B 8 - 6 1

C 3 6 - 0

D 0 1 0 -
1

8

6

3



deepGRAPHgo
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DeepGraphGO

A

B

C

D

A B C D

A - 8 3 0

B -8 - 6 1

C -3 -6 - 0

D 0 -1 0 -
1

8

6
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DeepGraphGO architecture

[b]

DeepGraphGO

S.-J. Chen et al., Scientific Reports, 2019

STRING database

1. Neighbourhood
2. Fusion
3. Co-occurrence
4. Co-expression
5. Experiment
6. Database
7. Text mining



DeepGraphGO architecture

[b]

DeepGraphGO

S.-J. Chen et al., Scientific Reports, 2019

STRING database

1. Neighbourhood
2. Fusion
3. Co-occurrence
4. Co-expression
5. Experiment
6. Database
7. Text mining

×17 species (human, mouse, rice, yeast, dog, 



Multi-species
One model fits all

More context
PPI Network information >> Sequence information

why DeepGraphGO?

Transfer learning
Easy to expand the PPI network

DeepGraphGO



DeepGraphGO

[b] [Suppl. Info]

DeepGraphGO results



DeepGraphGO

[b]

DeepGraphGO results



DeepGraphGO
limitation
GNNs are very slow to train

DeepGraphGO



DeepFRI – Graph Convolution Network

DeepFRI

• Predict protein function by extracting features from sequences and protein structure 

1 2

3 4

LSTM-LM is pre-trained
from protein database

Extract residue-level 
features

The extracted features 
with contact maps are the 
inputs for second stage

Construct protein-level 
features

Schematic of DeepFRI
Gligorijević, Nature Communications, 2020 



DeepFRI performance

Compared to other methods:

1. 2 sequence-based annotation transfer 
method (BLAST, FunFams)

2. Deep learning method (DeepGO)

3. Feature engineering-based machine 
learning method (FFPred)

Gligorijević, Nature Communications, 2020 

DeepFRI



DeepFRI performance

From figure a,

• Better protein-centric 𝐹𝑚𝑎𝑥

• Better performance in Molecular Function 

(MF) and Biological Process (BP)

From figure b,

• Predict MF-GO proteins with < 30% 

sequence identity to the training set

• DeepFRI has highest 𝐹𝑚𝑎𝑥 (0.545)

• Outperforms FunFams and DeepGO

Precision-recall curves showing the performance of different methods

Gligorijević, Nature Communications, 2020 

DeepFRI



DeepFRI performance

From figure d,

• DeepFRI predicts more specific MF-GO terms with 
fewer examples

• For proteins well represented in training set, DeepFRI
has a comparable performance to FunFams

Figure c shows the result of training DeepFRI from Protein Data Bank

• DeepFRI has higher performance for native structures, DMPFold
models and Rosetta models

• Significant denoising capability of DeepFRI

Precision-recall curves showing the performance of 
DeepFRI on 700 protein contact maps

Distribution of AUPR score on 
MF-GO terms of different levels 
of specificities

C

d

Gligorijević, Nature Communications, 2020 

DeepFRI



DeepFRI highlights

From figure e,

• DeeprFRI correctly identify functional sites for calcium 
ions binding of protein

• The two highest peaks are the calcium-binding 
residues in the structure of the protein

(Right) Gradient-weighted class activation map for calcium ion binding
(Left) 3D structure of a rat protein  

e

Gligorijević, Nature Communications, 2020 

DeepFRI



DeepFRI limitation

Precision-Recall curves showing the performance of DeepFRI
compares to DeepGO and BLAST of PDB chains from the top 4 largest 
CATH folds

1. DeepFRI has lower performance for unseen protein 
models

2. Limited capture of long-distance structural 
correlations

From supplementary information, 

Gligorijević, Nature Communications, 2020 

DeepFRI



Implications

Implications: Role of deep learning
◆ “Fast, sensitive detection of protein homologs using deep dense retrieval”

→ Published in Nature biotechnology in 2024,  by Prof. Yu Li

In simple words,

1. Convert protein sequences into a 
special "vector" using a protein 
language model

2. Compare vectors

3. Skip alignment and just compare 
the vector representation

4. Contrastive learning to increase 
accuracy



Implications

Summary

• Protein function prediction - Hot research topic

• Deep learning methods >>> Sequence-based methods

• Some limitations are still unsolved 



THANK YOU
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